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3 Applications
Data, notations and objectives

**Data:** $D$ datasets $(x^d_i)_{i=1,\ldots,n, d=1,\ldots,D}$ all measured on the same individuals or on the same objects, $\{i, \ldots, n\}$, each taking values in an arbitrary space $\mathcal{G}_d$. 

Examples:
- $(x^d_i)_{i=1}$ are $n$ observations of $p$ numeric variables;
- $(x^d_i)_{i=1}$ are $n$ nodes of a graph;
- $(x^d_i)_{i=1}$ are $n$ observations of $p$ factors;
- $(x^d_i)_{i=1}$ are $n$ texts/labels...
Data, notations and objectives

**Data:** $D$ datasets $(x^d_i)_{i=1,...,n,d=1,...,D}$ all measured on the same individuals or on the same objects, $\{i, \ldots, n\}$, each taking values in an arbitrary space $G_d$.

**Examples:**

- $(x^d_i)$: are $n$ observations of $p$ numeric variables;
- $(x^d_i)$: are $n$ nodes of a graph;
- $(x^d_i)$: are $n$ observations of $p$ factors;
- $(x^d_i)$: are $n$ texts/labels...
Data, notations and objectives

Data: $D$ datasets $(x_i^d)_{i=1,\ldots,n,d=1,\ldots,D}$ all measured on the same individuals or on the same objects, $\{i, \ldots, n\}$, each taking values in an arbitrary space $G_d$.

Examples:

- $(x_i^d)_i$ are $n$ observations of $p$ numeric variables;
- $(x_i^d)_i$ are $n$ nodes of a graph;
- $(x_i^d)_i$ are $n$ observations of $p$ factors;
- $(x_i^d)_i$ are $n$ texts/labels...

Purpose: Combine all datasets to obtain a map of individuals/objects: self-organizing maps for clustering $\{i, \ldots, n\}$ using all datasets.
Example [Villa-Vialaneix et al., 2013]

Data: A network with labeled nodes.

Examples: Gender in a social network, Functional group of a gene in a gene interaction network...

Purpose: find communities, i.e., groups of “close” nodes in the graph; “close” meaning:

- **densely connected** and sharing (comparatively) a few links with the other groups (“communities”);
- but also **having similar labels**.
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Kernels/Multiple kernel

What is a kernel?

\((x_i) \in \mathcal{G}, (K(x_i, x_j))_{ij} \) st: \( K(x_i, x_j) = K(x_j, x_i) \) and \( \forall (\alpha_i)_i, \sum_{ij} \alpha_i \alpha_j K(x_i, x_j) \geq 0 \). In this case [Aronszajn, 1950],

\[ \exists (\mathcal{H}, \langle ., . \rangle), \Phi : \mathcal{G} \rightarrow \mathcal{H} \text{ st: } K(x_i, x_j) = \langle \Phi(x_i), \Phi(x_j) \rangle \]

Examples:

- **nodes of a graph**: Heat kernel \( K = e^{-\beta L} \) or \( K = L^+ \) where \( L \) is the Laplacian [Kondor and Lafferty, 2002, Smola and Kondor, 2003, Fouss et al., 2007]
- **numerical variables**: Gaussian kernel \( K(x_i, x_j) = e^{-\beta \|x_i - x_j\|^2} \);
- **text**: [Watkins, 2000]...
Kernel SOM


$(x_i)_i \subset G$ described by a kernel $(K(x_i, x_{i'})_{i,i'}$.

Prototypes are defined in $H$: $p_j = \sum_i \gamma_{ji} \phi(x_i)$; energy is calculated in $H$:

1: **Prototypes initialization**: randomly set $p_j^0 = \sum^n_i \gamma_{ij}^0 \Phi(x_i)$ st $\gamma_{ij}^0 \geq 0$

and $\sum_i \gamma_{ij}^0 = 1$

2: for $t = 1 \rightarrow T$ do

3: Randomly choose $i \in \{1, \ldots, n\}$

4: **Assignment**

$$f^t(x_i) \leftarrow \arg \min_{j=1, \ldots, M} \|x_i - p_{j}^{t-1}\|_{H}$$

5: for all $j = 1 \rightarrow M$ do **Representation**

6: $$\gamma_{j}^{t} \leftarrow \gamma_{j}^{t-1} + \mu_{t} h_{t}(\delta(f^t(x_i), j))(1_i - \gamma_{j}^{t-1})$$

7: end for

8: end for

$\delta$: distance between neurons, $h$: decreasing function ($(h^t)_t$ diminishes with $t$), $\mu_t \sim 1/t$. 
Kernel SOM


$(x_i)_i \subset \mathcal{G}$ described by a kernel $(K(x_i, x_i'))_{ii'}$. Prototypes are defined in $\mathcal{H}$: $p_j = \sum_i \gamma_{ij}\phi(x_i)$; energy is calculated in $\mathcal{H}$:

1: **Prototypes initialization**: randomly set $p_j^0 = \sum_{i=1}^n \gamma_{ij}^0\Phi(x_i)$ st $\gamma_{ij}^0 \geq 0$ and $\sum_i \gamma_{ij}^0 = 1$

2: for $t = 1 \rightarrow T$ do

3: Randomly choose $i \in \{1, \ldots, n\}$

4: **Assignment**

\[
 f^t(x_i) \leftarrow \arg \min_{j=1,\ldots,M} \sum_{ll'} \gamma_{jl}^{t-1} \gamma_{jl'}^{t-1} K^t(x_l, x_{l'}) - 2 \sum_{l} \gamma_{jl}^{t-1} K^t(x_l, x_i)
\]

5: for all $j = 1 \rightarrow M$ do **Representation**

6: $\gamma_j^t \leftarrow \gamma_j^{t-1} + \mu_t h^t(\delta(f^t(x_i), j))(1_i - \gamma_j^{t-1})$

7: end for

8: end for

$\delta$: distance between neurons, $h$: decreasing function ($(h^t)_t$ diminishes with $t$), $\mu_t \sim 1/t$. 

Combining kernels

**Suppose**: each \((x_i^d)\), is described by a kernel \(K_d\), kernels can be combined (e.g., [Rakotomamonjy et al., 2008] for SVM):

\[
K = \sum_{d=1}^{D} \alpha_d K_d,
\]

with \(\alpha_d \geq 0\) and \(\sum_d \alpha_d = 1\).
Combining kernels

Suppose: each \((x^d_i)\) is described by a kernel \(K_d\), kernels can be combined (e.g., [Rakotomamonjy et al., 2008] for SVM):

\[
K = \sum_{d=1}^{D} \alpha_d K_d, 
\]

with \(\alpha_d \geq 0\) and \(\sum_d \alpha_d = 1\).

Remark: Also useful to integrate different types of information coming from different kernels on the same dataset.
multiple kernel SOM

1: **Prototypes initialization:** randomly set \( p_j^0 = \sum_{i=1}^{n} \gamma_{ji}^0 \Phi(x_i) \) st \( \gamma_{ji}^0 \geq 0 \) and \( \sum_i \gamma_{ji}^0 = 1 \)

2: **Kernel initialization:** set \( (\alpha_d^0) \) st \( \alpha_d^0 \geq 0 \) and \( \sum_d \alpha_d = 1 \) (e.g., \( \alpha_d^0 = 1/D \)); \( K^0 \leftarrow \sum_d \alpha_d^0 K_d \)

3: for \( t = 1 \rightarrow T \) do

4: Randomly choose \( i \in \{1, \ldots, n\} \)

5: **Assignment**

\[
f^t(x_i) \leftarrow \arg \min_{j=1, \ldots, M} \|x_i - p_j^{t-1}\|^2_{\mathcal{H}(K^t)}
\]

6: for all \( j = 1 \rightarrow M \) do **Representation**

7: \( \gamma_j^t \leftarrow \gamma_j^{t-1} + \mu_t h^t(\delta(f^t(x_i), j)) \left( 1_i - \gamma_j^{t-1} \right) \)

8: end for

9: 

10: end for
multiple kernel SOM

1: **Prototypes initialization:** randomly set
   \[ p_j^0 = \sum_{i=1}^{n} \gamma_{ji}^0 \Phi(x_i) \text{ st } \gamma_{ji}^0 \geq 0 \text{ and } \sum_i \gamma_{ji}^0 = 1 \]

2: **Kernel initialization:** set \( (\alpha_d^0) \) st \( \alpha_d^0 \geq 0 \) and \( \sum_d \alpha_d = 1 \) (e.g., \( \alpha_d^0 = 1/D \));
   \[ K^0 = \sum_d \alpha_d^0 K_d \]

3: **for** \( t = 1 \rightarrow T \) **do**

4: Randomly choose \( i \in \{1, \ldots, n\} \)

5: **Assignment**

   \[ f^t(x_i) \leftarrow \arg \min_{j=1,\ldots,M} \sum_{l,l'} \gamma_{jl}^{t-1} \gamma_{jl'}^{t-1} K^t(x_l, x_{l'}) - 2 \sum_l \gamma_{jl}^{t-1} K^t(x_l, x_i) \]

6: **for all** \( j = 1 \rightarrow M \) **do** **Representation**

7: \( \gamma_j^t \leftarrow \gamma_j^{t-1} + \mu_t h^t(\delta(f^t(x_i), j)) \left( 1_i - \gamma_j^{t-1} \right) \)

8: **end for**

9: 

10: **end for**
Tuning $(\alpha_d)_d$ on-line

**Purpose**: minimize over $(\gamma_{ji})_j$ and $(\alpha_d)_d$ the energy

\[
E((\gamma_{ji})_j, (\alpha_d)_d) = \sum_{i=1}^{n} \sum_{j=1}^{M} h(\delta(f(x_i), j)) \left\| \phi^\alpha(x_i) - p^\alpha_j(\gamma_j) \right\|_{\alpha}^2,
\]
Tuning \((\alpha_d)_d\) on-line

**Purpose:** minimize over \((\gamma_{ji})_{ji}\) and \((\alpha_d)_d\) the energy

\[
E((\gamma_{ji})_{ji}, (\alpha_d)_d) = \sum_{i=1}^{n} \sum_{j=1}^{M} h(\delta(f(x_i), j)) \left\| \phi^\alpha(x_i) - p^\alpha_j(\gamma_j) \right\|_\alpha^2,
\]

**KSOM** picks up an observation \(x_i\) that has a contribution to the energy equal to:

\[
E|_{x_i} = \sum_{j=1}^{M} h(\delta(f(x_i), j)) \left\| \phi^\alpha(x_i) - p^\alpha_j(\gamma_j) \right\|_\alpha^2
\] (1)
Tuning \((\alpha_d)_d\) on-line

**Purpose:** minimize over \((\gamma_{ji})_j\) and \((\alpha_d)_d\) the energy

\[
\mathcal{E}((\gamma_{ji})_j, (\alpha_d)_d) = \sum_{i=1}^{n} \sum_{j=1}^{M} h(\delta(f(x_i), j)) \left\| \phi^\alpha(x_i) - p^\alpha_j(\gamma_j) \right\|_\alpha^2,
\]

**KSOM** picks up an observation \(x_i\) that has a contribution to the energy equal to:

\[
\mathcal{E}|_{x_i} = \sum_{j=1}^{M} h(\delta(f(x_i), j)) \left\| \phi^\alpha(x_i) - p^\alpha_j(\gamma_j) \right\|_\alpha^2
\]

(1)

**Idea:** Add a gradient descent step based on the derivative of (1):

\[
\frac{\partial \mathcal{E}|_{x_i}}{\partial \alpha_d} = \sum_{j=1}^{M} h(\delta(f(x_i), j)) \left( K_d(x_i^d, x_i^d) - 2 \sum_{l=1}^{n} \gamma_{jl} K_d(x_i^d, x_l^d) + \sum_{l,l'=1}^{n} \gamma_{jl} \gamma_{jl'} K_d(x_l^d, x_{l'}^d) \right) = \sum_{j=1}^{M} h(\delta(f(x_i), j)) \left\| \phi(x_i) - p^d_j(\gamma_j) \right\|_{\mathcal{H}(K_d)}^2
\]
adaptive multiple kernel SOM

1: **Prototypes initialization**: randomly set $p_{j}^{0} = \sum_{i=1}^{n} \gamma_{ji}^{0} \Phi(x_i)$ st $\gamma_{ji}^{0} \geq 0$ and $\sum_{i} \gamma_{ji}^{0} = 1$

2: **Kernel initialization**: set $(\alpha_{d}^{0})$ st $\alpha_{d}^{0} \geq 0$ and $\sum_{d} \alpha_{d} = 1$ (e.g., $\alpha_{d}^{0} = 1/D$); $K^{0} \leftarrow \sum_{d} \alpha_{d}^{0} K_d$

3: for $t = 1 \rightarrow T$ do

4: Randomly choose $i \in \{1, \ldots, n\}$

5: **Assignment**

$$f^{t}(x_i) \leftarrow \arg \min_{j=1,\ldots,M} ||x_i - p_{j}^{t-1}||_{\mathcal{H}(K^{t})}^{2}$$

6: for all $j = 1 \rightarrow M$ do **Representation**

7: $\gamma_{j}^{t} \leftarrow \gamma_{j}^{t-1} + \mu_{i} h^{t}(\delta(f^{t}(x_i), j))(1_i - \gamma_{j}^{t-1})$

8: end for

9: 

10: end for
**adaptive multiple kernel SOM**

1. **Prototypes initialization**: randomly set \( p_j^0 = \sum_{i=1}^{n} \gamma_{ji}^0 \Phi(x_i) \) st \( \gamma_{ji}^0 \geq 0 \) and \( \sum_i \gamma_{ji}^0 = 1 \)

2. **Kernel initialization**: set \((\alpha_d^0)\) st \( \alpha_d^0 \geq 0 \) and \( \sum_d \alpha_d = 1 \) (e.g., \( \alpha_d^0 = 1/D \));
   \( K^0 \leftarrow \sum_d \alpha_d^0 K_d \)

3. **for** \( t = 1 \rightarrow T \) **do**

4. Randomly choose \( i \in \{1, \ldots, n\} \)

5. **Assignment**

   \[
   f^t(x_i) \leftarrow \arg \min_{j=1,\ldots,M} \|x_i - p_j^{t-1}\|_2^2
   \]

6. **for all** \( j = 1 \rightarrow M \) **do**

7. **Representation**

   \[
   \gamma_j^t \leftarrow \gamma_j^{t-1} + \mu_t h^t(\delta(f^t(x_i), j)) \left( 1_i - \gamma_j^{t-1} \right)
   \]

8. **end for**

9. **Kernel update**

   \[
   \alpha_d^t \leftarrow \alpha_d^{t-1} + \nu_t \frac{\partial \mathcal{E}|_{x_i}}{\partial \alpha_d} \quad \text{and} \quad K^t \leftarrow \sum_d \alpha_d^t K_d
   \]

10. **end for**
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Example 1: simulated data

Graph with 200 nodes classified in 8 groups:

- **graph**: Erdös Reyni models: groups 1 to 4 and groups 5 to 8 with intra-group edge probability 0.3 and inter-group edge probability 0.01;
- **numerical data**: nodes labelled with 2-dimensional Gaussian vectors: odd groups $\mathcal{N}\left((0, 0.3), (0, 0.3)\right)$ and even groups $\mathcal{N}\left((1, 0.3), (0, 0.3)\right)$;
- **factor** with two levels: groups 1, 2, 5 and 7: first level; other groups: second level.

Only the knowledge on the three datasets can discriminate all 8 groups.
Experiment

**Kernels:** graph: $L^+$, numerical data: Gaussian kernel; factor: another Gaussian kernel on the disjunctive recoding
Experiment

Kernels: graph: $L^+$, numerical data: Gaussian kernel; factor: another Gaussian kernel on the disjunctive recoding

Comparison: on 100 randomly generated datasets as previously described:

- multiple kernel SOM with all three data;
- kernel SOM with a single dataset;
- kernel SOM with two datasets or all three datasets in a single (Gaussian) kernel.
An example

MK-SOM

All in one kernel

Graph only

Numerical variables only
Numerical comparison I
(over 100 simulations) with mutual information

\[ \sum_{ij} \frac{|C_i \cap \tilde{C}_j|}{200} \log \frac{|C_i \cap \tilde{C}_j|}{|C_i| \times |\tilde{C}_j|} \]

(adjusted version, equal to 1 if partitions are identical [Danon et al., 2005]).
Numerical comparison II

(over 100 simulations) with **node purity** (average percentage of nodes in the neuron that come from the majority (original) class of the neuron).
Conclusion

Summary

• integrating multiple sources information on SOM (e.g., finding communities in graph, while taking into account labels);
• uses multiple kernel and automatically tunes the combination;
• the method gives relevant communities according to all sources of information and a well-organized map;
• a similar approach also tested for relational SOM ([Massoni et al., 2013] for analyzing school-to-work transitions).
Conclusion

Summary

• integrating multiple sources information on SOM (e.g., finding communities in graph, while taking into account labels);
• uses multiple kernel and automatically tunes the combination;
• the method gives relevant communities according to all sources of information and a well-organized map;
• a similar approach also tested for relational SOM ([Massoni et al., 2013] for analyzing school-to-work transitions).

Possible developments

• **Main issue**: computational time; currently studying a sparse version.
Conclusion

Summary

- integrating multiple sources information on SOM (e.g., finding communities in graph, while taking into account labels);
- uses multiple kernel and automatically tunes the combination;
- the method gives relevant communities according to all sources of information and a well-organized map;
- a similar approach also tested for relational SOM ([Massoni et al., 2013] for analyzing school-to-work transitions).

Possible developments

- **Main issue**: computational time; currently studying a sparse version.

Thank you for your attention...
Applications
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